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ABSTRACT
HPC systems are well known to endure service downtime due to
increasing failures. With enhancements in Supercomputing archi-
tectures and design, enabling resilience is extremely challenging
due to component scaling and absence of well defined failure indica-
tors. Supercomputing system logs are notorious to be complex and
unstructured. Efficient fault prediction to enable proactive recovery
mechanisms is the need of the hour to make such systems more
robust and reliable. This work addresses such faults in computing
systems using a recurrent neural network based technique called
LSTM (long short-term memory).

We present our frameworkDesh1:Deep Learning for HPC System
Health, which entails a procedure to diagnose and predict failures
with acceptable lead times. Desh indicates prospects of indicating
failure indicators with enhanced training and classification for
generic applicability to other systems. This deep learning based
framework gives interesting insights for further work on HPC
system reliability.
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1 INTRODUCTION
HPC systems suffer from various kinds of failures at the hardware,
software and application levels. While some failures are critical
and are obvious to detect such as kernel panics, most anomalies
are not easy to track. What component will fail and how will it
impact the system is not known ahead of time. Bautista-Gomez et
al. [3] discusses the spatial and temporal analysis of DRAMmemory
errors in HPC systems. System data and job logs contain various
events and messages related to the entire supercomputing system,
extracting useful information pertaining to the impending failures
for newer systems such as the Cray architectures needs further
research. This work attempts to address failure prediction in HPC
system by exploiting deep learning. Recently, several researchers
have leveraged machine learning for the purpose of anomaly de-
tection in large scale systems. Oliner et al. [13] propose Nodeinfo:
an unsupervised alert detection system using ideas of information
entropy and binary scoring. Xie et al. [17] assessed the Lustre file
system of the Titan Supercomputer to propose a statistical regres-
sion approach, which predicts output performance in petascale file
systems. Chilimbi et al. [4] propose Adam, a scalable deep learning
1Desh means Native Land in the Indian Language

training system. While deep learning has been investigated exten-
sively in the areas of vision and speech recognition, its efficacy in
the context of fault prediction and localization for HPC systems is
unknown. This paper takes a step in that direction. The generic ac-
curacy of prediction using deep learning over diverse HPC systems
is yet to be investigated. Nevertheless, our analysis provides an in-
teresting solution paradigm to handle text logs to predict anomalies.
This can provide useful insights to the HPC community in general.

2 BACKGROUND
Recurrent neural networks (RNNs) have the power to predict future
data based on sequences of past data. LSTMs (long short-term
memory) have been particularly used for long term as well as short
term data dependencies when chains of events pertaining to a
domain have been provided as the input. Supercomputing logs
have unstructured textual data with both short-term failures (e.g.
kernel crash in 20 seconds) as well as long term failures (e.g. link
control block failure in 5 minutes), irrespective of the root causes
of such failures. Moreover, time-stamped logs have diverse events
logged in the granularity of seconds, and patterns evolve over
varying intervals of time. The logs contain phrases with anomalies
interspersed with considerable amount of noise and benign events.
The question is how do we analyse the data and efficiently leverage
LSTM to predict future phrases? Can we have high prediction
accuracy based on the expert labelled ground truth? Apart from
trying to seek the above answers, our work differs from the prior
state-of-the-art in the following ways:

• Prior log analysis techniques have studied various event cor-
relation methods [18], time coalition techniques [7] and log
parsing method evaluation [10]. Our work uses the phrases
specific to diverse components of the logs to handle failure
prediction. Our work emphasizes semantics of phrases and
their appearances in the chain of events over time.

• Recent failure prediction approaches such as Hora [16] and
Nodeinfo [13] either do not stress on lead time or use fault
injection and synthetic data for evaluation or do not consider
the semantic information in the log entries. Our work intends
to highlight prediction accuracy with acceptable lead times
when deep learning techniques are applied on the real textual
logs of a contemporary Cray system.

Past solutions based on PCA/ICA (principal/independent compo-
nent analysis) [12], probabilistic model, markov chain and decision
tree, worked for systems with comparatively more structured logs,
aiding in feature extraction and offline anomaly detection. They
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are inefficient when it comes to unstructured text data mining with
time constraints. Prevalent approaches such as Support Vector Ma-
chines (SVMs) [9] and sequence mining [8] either require complex
feature extraction or are unable to capture long term dependen-
cies, making systems intractable with scale. Very recently Coates et
al. [5] demonstrated that large scale training can be done through
deep learning on HPC infrastructures with acceptable classification
performance and scalable efficiency. LSTM works well for time
sensitive data. It can unlearn and relearn over time, making it a
preferable choice over other RNNs such as logistic regression and
multilayer perceptron (MLP).

3 SOLUTION PARADIGM
We present a framework called Desh: Deep Learning for HPC
System Health, to predict failures. Our idea is to analyse system
logs efficiently using LSTM for quality failure prediction. Since we
deal with semantic information buried in textual phrases, our work
does not group log entries based on temporal locality alone. Pecchia
et al. [14] discusses that grouping events based on predetermined
time threshold performs badly. Additional consideration of likeli-
hood of entries improves field data analysis. Di Martino [6] uses
MTW (multiple time windows) heuristic to group supercomputing
error logs. Desh groups phrases from the logs into three categories:
safe, error and unknown. Safe represents the benign phrases, which
are definitely not related to any anomaly. Error refers to the fa-
tal/critical phrases, which are definitely indicative of some anomaly.
The Unknown tag is given to those phrases, which may or may not
be indicative of any anomaly or are simply information not indi-
cating any specific event. This phrase grouping is based on expert
guidance and filtered labelling. The phrases from every text file
are then scrubbed into static and dynamic contents to identify the
constant message type, separating it from the variable component.
Once the constant messages are extracted they are encoded to a
uniquely identifiable number. The encoded data is further processed
to form a time-stamp augmented sequence vector of messages. Desh
feeds this vector to the LSTM, and outputs phrases that are likely
to occur in the future for certain specified time bins. These pre-
dicted phrases are then classified into one of the three categories
mentioned earlier (safe, error, unknown). In this way, Desh helps to
induce how far ahead in time are erroneous phrases likely to occur.
The idea of event block detection described by Baseman et al. [2]
is done in similar ways by several researchers who are focusing
on tokenizing of unstructured text. Desh aims to scrub the phrase
containing multiple entries with static and dynamic contents into
a single uniquely identifiable phrase type pertaining to an event
or message. Desh’s failure prediction is similar to Hora [15, 16],
however the latter uses the Weka package for all the filters of clas-
sification and prediction on BlueGene/L logs. Desh uses ideas of
temporal phrase mining along with deep learning over Cray XC
logs to predict failures.

4 CONCLUSIONS
LSTM has been used in the context of engine prediction condition
(Aydin et al. [1]) and text embeddings for Natural Language Pro-
cessing (NLP) (Johnson et al. [11]) apart from its extensive usage in
vision and speech. Our prototype, Desh, provides a useful technique

to process Cray logs using LSTM for efficient failure prediction.
Desh successfully predicts impending phrases which can facilitate
correct failure indication. Our future plan is to enable sufficient lead
time for higher prediction accuracy and investigate opportunities
for performance optimization. This work may inspire interesting
insights for characterising deep learning technique when applied
to the unstructured HPC system logs for enhanced reliability.
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