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ABSTRACT
Stencil codes on structured meshes are well-known to be bound by memory bandwidth. Previous research has shown that compiler techniques that reorder loop schedules to improve temporal locality across loop nests, such as tiling, work particularly well. However in large codes the scope of such analysis is limited by the large number of code paths, compilation units, and run-time parameters. We present how, through run-time analysis of data dependencies across stencil loops enables the OPS domain specific language to tile across a large number of different loops. This lets us tackle much larger applications than previously studied: we demonstrate 1.7-3.5x performance improvement on CloverLeaf 2D, CloverLeaf 3D, TeaLeaf and OpenSBLI, tiling across up to 650 subsequent loop nests accessing up to 30 different state variables per gridpoint with up to 46 different stencils. We also demonstrate excellent strong and weak scalability of our approach on up to 4608 Broadwell cores.
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1 INTRODUCTION
Transformations to the scheduling of both individual loop nests and multiple loop nests have been studied for a long time; loop blocking [11] improves temporal locality in a single loopnest, fusion [4] merges the bodies of subsequent loops that access the same data, also improving temporal locality. Indeed, most high-performance compilers automatically apply similar, and more complicated transformations already. A comprehensive framework for developing, verifying and applying such transformations is the polyhedral framework [1, 5, 10]; significant amounts of research have been carried out demonstrating transformations to affine and some non-affine loop structures. One of the most well studied transformations is tiling, where data locality is improved across multiple loop nests; several compilers carry out such optimisations, such as Pluto [2, 3], R-STREAM [8], Pochoir [9]. A compiler approach has many advantages, particularly when a handful of loops repeat a large number of times (e.g. stencil loops within a time iteration loop). However, in large applications code is spread across many compilation units, and there are many execution paths not known at compile time, therefore in too many cases (such as in the applications we study) a compiler cannot exactly determine a long enough sequence of loops that would be worth tiling across.

This is the challenge addressed by our research: by using delayed evaluation of nested loops expressed in the OPS domain specific language, we can determine the exact sequence of the loops, and given access-execute information, we can also determine the data dependencies across loops, which lets us carry out tiling fully automatically.

2 TILING IN OPS
OPS [6, 7] is a domain specific language for expressing computations on structured meshes. Using its abstraction, one can write applications by first defining structured blocks, a number of datasets defined on these blocks, and stencils used to access them. A parallel loop is defined by indicating the iteration range, specifying a computational kernel to be applied at each grid point, and the data accessed, including the stencil used and whether it is read, written, or both. Since all data is handed to the library, and data is only returned to the user through API calls, it is possible to use delayed evaluation and queue up computational loops until some data needs to be returned to the user (e.g. after a reduction). Given the sequence of loops, the datasets accessed, and the patterns of access, we can carry out similar transformations in terms of loop scheduling as the aforementioned compilers: in our work we apply a simple skewed tiling, and parallelise within the tiles with OpenMP. The size of the tiles is determined automatically by OPS given the number of datasets accessed and the last level cache size.

3 RESULTS
There is a number of larger stencil codes implemented with OPS, such as the CloverLeaf 2D/3D and TeaLeaf hydrodynamics codes from the Mantevo suite, and the OpenSBLI Navier-Stokes solver. These applications consist of thousands of lines of code, spread across many compilation units, and attempts to apply Pluto were either unsuccessful or did not result in meaningful performance improvements.

Utilising tiling in OPS does not require any changes to the user code, it simply has to be enabled at runtime. For CloverLeaf 2D and 3D, we tile over 150 and 600 loops respectively, and we get a 2× overall speedup on a single socket of a Xeon E5-2650 v3, achieving 66 and 52 GB/s throughput respectively. In TeaLeaf, where 2 loops repeat a large number of times, we see a 3.5× improvement and 164 GB/s, and in OpenSBLI with a particularly computationally expensive kernel, we gain a 1.7× speedup.
Figure 1: Scaling CloverLeaf 3D to multiple nodes on Marconi

Figure 2: Scaling TeaLeaf to multiple nodes on Marconi

Strong and weak scaling on up to 128 nodes of the Marconi supercomputer (E5-2697 v4 CPUs) for CloverLeaf 3D and TeaLeaf are shown in figures 1 2 - excellent strong scaling can be observed up to the point where the problem size per CPU falls below the cache size, and the speedup is maintained when weak scaling.
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